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Abstract: The seismo-electrical coupling is critical to understand the mechanism of geoelectrical pre-
cursors to earthquakes. A novel seismo-electrical model, called Chen–Ouillon–Sornette (COS) model,
has been developed by combining the Burridge–Knopoff spring-block system with the mechanisms
of stress-activated charge carriers (i.e., electrons and holes) and pressure-stimulated currents. Such
a model, thus, can simulate fracture-induced electrical signals at a laboratory scale or earthquake-
related geoelectrical signals at a geological scale. In this study, by using information measures of
time series analysis, we attempt to understand the influence of diverse electrical conditions on the
characteristics of the simulated electrical signals with the COS model. We employ the Fisher–Shannon
method to investigate the temporal dynamics of the COS model. The result showed that the electrical
parameters of the COS model, particularly for the capacitance and inductance, affect the levels of the
order/disorder in the electrical time series. Compared to the field observations, we infer that the
underground electrical condition has become larger capacitance or smaller inductance in seismogenic
processes. Accordingly, this study may provide a better understanding of the mechanical–electrical
coupling of the earth’s crust.

Keywords: Fisher information; Shannon entropy; seismo-electrical model; spring-block model;
RLC circuit

1. Introduction

Earthquake prediction and forecasting has been vigorously debated; so far, scientists
have developed no practical methodology [1–6]. Nevertheless, numerous research groups
have reported a variety of earthquake precursors in different times and places. Such
precursors include radon emissions [7,8], hydrological changes [9,10], electromagnetic
signals [4–6,11–13]. Particularly, electromagnetic phenomena before earthquakes are the
most promising candidate [14]. Hence, understanding precursory indicators and their
generation mechanisms of preseismic electromagnetic phenomena is critical, as it may help
to achieve short-term earthquake forecasts [15–23].

At present, the precursory mechanisms are still argumentative owing to undecided
seismo-electromagnetic theories, inconsistent precursory phenomena, and shortage of
objectively testable models [24–27]. Despite these reasons, scientists have significantly
observed several electromagnetic anomalies within a few days or weeks before large
seismic events [28–32] and proposed various relevant mechanisms, including solid-state
physics, piezoelectric effects, electrokinetic effects, contact electrification [33–45]. Model-
ing earthquake-related geoelectrical signals, however, is still very tough, particularly for
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preseismic ones. Certain models [42–45] have solely simulated co-seismic electromagnetic
phenomena rather than preseismic electromagnetic signals.

Recently, Chen et al. [46] have developed a seismo-electrical model to simulate electri-
cal signals regarding rock fracturing and frictional sliding. This model combines a spring-
block system [47–51] with the concepts of stress-activated charge carriers (i.e., electrons and
holes) [34–36] and pressure-stimulated currents [39,40,52–54]. The spring-block system,
originally proposed by Burridge and Knopoff in 1967 [47], can simulate stick-slip events
and reproduce power-law frequency-size distributions [55,56] in a single fault or rupture
zones [49,51,57]. On the other hand, the mechanisms of the stress-activated charge carriers
and the pressure-stimulated currents can well justify the generation and transportation of
electrical charges in seismogenic processes. As for pressure-stimulated currents, Varotsos
et al. [58] also provided a useful review of a pressure-stimulated currents model proposed
in the 1980s and explained that this model is compatible with experimental results deduced
recently by independent research groups. After the combination, the seismo-electrical
model, named Chen–Ouillon–Sornette (COS), can thus mimic fracture-induced electrical
signals at a laboratory scale [40,59,60] and earthquake-related geoelectrical signals at a
geological scale [18,32]. It also reproduces polar-like electromagnetic pulses that are usually
observed before earthquakes [61–65].

Despite the self-consistent COS model, its simulated electrical signals have still un-
covered properties. In this study, we simulate electrical signals through the COS model
under different electrical conditions and analyze their informational properties by using
the Fisher–Shannon (FS) method. In this way, we can investigate the impact of the electrical
parameters of the COS model on the simulated signals. Comparing the results obtained
here to the field observations, we suggest a possible evolution of underground electrical
conditions during a seismogenic process. Figuring out the characteristics of the temporal
organizations and structures in such simulated signals may help us to deduce the features
of geoelectrical signals in real situations.

2. COS Seismo-Electrical Model

Within a coupled mechanical–electrical system, Chen et al. [46] have developed a fully
self-consistent COS model that combines the generation of ruptures within a Burridge–
Knopoff spring-block model [47–50] with the nucleation and propagation of electric pulses
within an RLC-type circuit. The COS model has a theoretical framework for simulating and
analyzing earthquake-related geoelectrical signals and successfully reproduces unipolar-
like pulses that often precede large seismic events [61–65]. Moreover, it sheds some light on
preseismic electromagnetic phenomena, such as variations of statistical moments [12,13,32]
and transitions of power-law exponents in power spectra [19,66,67].

Let us start with a one-dimensional COS model [46,48], as illustrated in Figure 1. For
its mechanical part, we consider that a loading plate pulls a linear chain on a rough surface
at a velocity vL. This chain has N blocks of identical mass m; in the meantime, a spring with
stiffness KL links the loading plate to each block, and a spring with stiffness KC links the
adjacent blocks. Through the rough surface, all blocks are subject to friction forces. Hence,
the static stability condition on the k-th block gives the following equation:

KLxk + KC(2xk − xk−1 − xk+1) = frk < fsk, k = 1 to N, (1)

where frk is the resulting spring force, fsk is the maximum static friction force between the k-
th block and the surface, and xk is the position of the k-th block relative to the loading plate.
During strain accumulation caused by the loading plate motion, all blocks are unmoving
relative to the surface and have the same increment of position relative to the loading plate,
which can be shown as:

dxk
dt

= vL, k = 1 to N. (2)
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When the resulting spring force on the k-th block exceeds its maximum static friction, the
block starts to slide. Its governing equation of the dynamic sliding gives the following
equation:

m
d2xk
dt2 + KLxk + KC(2xk − xk−1 − xk+1) = fdk, k = 1 to N, (3)

where fdk is the dynamic friction force acting on the k-th block, satisfying fdk < fsk. The
moving of one block may destabilize the other blocks, thus forming a multiblock sliding
event. Suppose that the velocity of a moving block is nonzero or the resulting force of this
block still exceeds its maximum static friction, then this block continues to slide according
to Equation (3); otherwise, this block sticks to the surface owing to Equation (1).

Figure 1. Schematic diagram of the Chen–Ouillon–Sornette (COS) seismo-electrical model (originated from Chen et al. [46].
For the spring-block system, vL is the velocity of the loading plate; KC and KL are the spring stiffness. For the RLC-type
circuit, r and c are the block resistance and capacitance, respectively; R and L are the earth resistance and inductance
surrounding the blocks, respectively; q is the stored electrical charge in one block; ir, ic, and I are the currents; Vin is
the stress-induced voltage. Subscript k means the index of the blocks. Vg is the grounding voltage and set to be 0 V
by convention.

Regarding the mechanical–electrical relationship in crustal materials, scientists have
reported that the rock voltage is related to the stress gradient and a stressed rock can serve
as a battery [35,68–71]. Hence, the stress-induced voltage in a rock is a function of stress,
coupling the mechanical part with the electrical part in the crustal system. Here, we simply
defined the stress-induced voltage on the k-th block as follows:

Vink(τk) = Pdkβkτk and pdk =

{
1,
−1,

i f τk−1 ≥ τk+1
i f τk−1 ≤ τk+1

, (4)

where Vink is the stress-induced voltage; τk is the stress, equivalent to the resulting spring
force in Equation (1); βk is a conversion constant to convert stress to voltage [35,36,72];
pdk is the polarization direction of the k-th block, meaning that positive holes flow from
higher stressed regions to lower stressed ones [70]; pdk is randomly assigned to ±1 when
τk−1 = τk+1.

As for the model’s electrical part, each block is characterized by a resistor with resis-
tance r and a capacitor with capacitance c, which are affected by electrolyte concentrations,
water content, porosity, and so on [73–77]. Depending on the applied stresses, the block
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capacitor can store or release electricity. Additionally, each block is electrically grounded
because of its embedment in the earth’s crust; hence, the grounded current I passes through
a grounded resistor with resistance R and a grounded inductor with inductance L. The
grounded resistance plays an ambient resistance to the blocks, and the grounded induc-
tance relates with the permeability of rock minerals and the ability to transform magnetic
energies through electrical currents.

According to the above-mentioned architecture, we can derive the governing equa-
tions of the electrical part in the crust within an RLC-type circuit (Figure 1). First of all,
Kirchhoff’s voltage law on the k-th block gives the following:{

Vin1 − ir1r1 − q1
c1

= 0
Vink − irkrk −

qk
ck
+

qk−1
ck−1

= 0, k = 2 to N′ (5)

where rk and ck are the block resistance and capacitance, respectively; irk is the current
passing through the block resistor; qk is the charge stored in the block. Secondly, the
current–charge relation on the k-th block gives the following:

ick =
dqk
dt

, k = 1 to N, (6)

where ick is the current passing through the block capacitor. Thirdly, Kirchhoff’s law for
the current flowing towards the neighboring blocks and the ground gives the following:{

irk = Ik + ick + ir(k+1), k = 1 to N − 1
irN = IN + icN

, (7)

where Ik is the current flowing toward the ground. Finally, the voltage balance on the k-th
block concerned with the earth terminal (i.e., the RL component) gives the following:{

I1R1 +
dI1
dt L1 = Vin1 − ir1r1

IkRk +
dIk
dt Lk − Ik−1Rk−1 −

dIk−1
dt Lk−1 = Vink − irkrk, k = 2 to N′′

(8)

where Rk and Lk are the grounded resistance and inductance, respectively. Besides, the
resulting voltage of the mechanical–electrical coupling system was written as:

VSB =
1
N ∑N

k=1

(
Rk Ik + Lk

dIk
dt

)
=

1
N ∑N

k=1
qk
ck

. (9)

Such a simulated voltage VSB can be analog to self-potential signals measured in real fields
(e.g., in a fault zone). In other words, the equations simulate fractured-induced electrical
signals or earthquake-related geoelectrical signals.

For convenience’ sake, the above equations are nondimensionalized by introducing
the suitable variables as follows:

Tf = t

√
KL
m

, Ts =
tKLvL

Fre f
S

, Xi =
KLxi

Fre f
S

, φ =
FSi
FDi

, s =
KC
KL

, µi =
FSi

Fre f
S

, (10)

T =
t

cre f R
, r̂ =

r
R

, ĉ =
c

cre f
, L̂ =

L
cre f R2 , V̂in =

Vin
ire f R

, q̂ =
q

ire f cre f R
, îr =

ir
ire f

. îc =
ic

ire f
, Î =

I
ire f

. (11)

The variables in Equations (10) and (11) are used for the mechanical and electrical parts of
the COS model, respectively. Hence, the equations of the mechanical part can be written as:

Xk + s(2Xk − Xk−1 − Xk+1) = τk < µk, k = 1 to N, (12)

dXk
dTs

= 1, k = 1 to N, (13)
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d2Xk

dT2
f
+ Xk + s(2Xk − Xk−1 − Xk+1) =

µk
φ

, k = 1 to N. (14)

On the other hand, the equations of the electrical part can be described as:

V̂ink(τk) = pdk β̂kτk, k = 1 to N, (15) V̂in1 − îr1r̂1 − q̂1
ĉ1

= 0

V̂ink − îrk r̂k −
q̂k
ĉk
+

q̂k−1
ĉk−1

= 0, k = 2 to N′
(16)

îck =
dq̂k
dT

, k = 1 to N, (17){
îrk = Îk + îck + îr(k+1), k = 1 to N − 1
îrN = ÎN + îcN

, (18)

{
Î1 +

dl̂1
dT L̂1 = V̂in1 − îr1r̂1

Îk +
dl̂k
dT L̂k − αk−1 Îk−1 − αk−1

dl̂k−1
dT L̂k−1 = V̂ink − îrk r̂k, k = 2 to N′

(19)

V̂SB =
1
N ∑N

k=1

(
Îk + L̂k

dÎk
dT

)
=

1
N ∑N

k=1
q̂k
ĉk

. (20)

These nondimensional equations enable us to investigate the relationships between the
electrical parameters and the time series of the simulated voltages.

To elucidate the process of how the simulated voltages are generated in the coupled
mechanical–electrical system, Figure 2 shows the flowchart of the COS model. Based on
Equations (12)–(14), we first solve the block displacement of the spring-block system. Subse-
quently, we calculate the stress of each block based on Equation (12). Then, we calculated the
stress-induced voltage by using Equation (15). Given the obtained stress-induced voltage, we
can solve the variables of charges and currents in Equations (16)–(19). Finally, we obtained
the simulated voltages of the spring-block system through Equation (20).

Figure 2. Flowchart of the COS seismo-electrical model.
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In this study, we set N to be 128, s to be 30, φ to be 1.5, and µ was randomly assigned
between 1 and 3.5 for each block. In addition, we set diverse values to r̂, ĉ, and L̂ to
investigate the influence of changing the electrical parameters on the temporal dynamics of
the simulated voltages V̂SB. For instance, Figure 3a,b shows the time series and its power
spectral density (PSD), respectively, of the voltages simulated under the parameters of
r̂ = 5, L̂ = 5, and ĉ = 0.001. We observed that such time series were similar to real ones
(e.g., in comparison to those in Figure 2 in [78] at a laboratory scale and those in Figure 2
in [79] at a geological scale). In Figure 3b, the PSD of the simulated voltages conforms to
the 1/ f−β noise with the power-law scaling of β = 1.95; the scaling for geoelectrical signals
usually ranges from 1 to 2 [66,67,79]. Therefore, the COS model can reproduce pulse-like
behaviors in the time domain and the scaling behavior in the frequency domain.

Figure 3. (a) Time series of the voltages simulated under the electrical parameters of r̂ = 5, L̂ = 5,
and ĉ = 0.001. (b) Power spectral density (PSD) of the time series in (a). The red line represents the
fitting of the 1/ f−β noise with the scaling of β = 1.95 and the R-squared R2 of 0.93.

3. FS Method

To get information regarding the temporal dynamics of the simulated voltages, we
employed the well-known FS method. Fisher developed a measure, in terms of proba-
bility density functions (PDFs), to discuss the loss of data information [80]. On the other
hand, Shannon introduced the concept of information entropy to data communication for
investigating how well data from the source can be losslessly compressed onto a perfectly
noiseless channel [81]. The FS method jointly uses the Fisher information measure and
the Shannon information entropy, which are efficient statistical indices for studying the
dynamics of complex nonstationary time series and the change of physical systems [82–87].
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For example, the FS method is utilized for portraying the temporal evolution of physical
processes, suggesting the direction of decreasing accuracy for the determination of the
mean value of a physical parameter [83].

Moreover, scientists have used the FS method and studied various complex geo-
physical and environmental phenomena to reveal informational properties of the mecha-
nisms governing their temporal dynamics [88–92] and detect precursors of catastrophic
events [93–97]. For example, Telesca and Lovallo analyzed hourly wind speed time series
at several heights above the ground level, finding that the FS informational properties of
the wind data are height-dependent [90]. Furthermore, Telesca et al. applied the FS method
to discriminate between tsunamigenic and nontsunamigenic earthquake seismograms, sug-
gesting that this method may efficiently speed up the tsunami warning time [91]. Therefore,
the FS method is regarded as an efficient data exploration tool.

Now, let us introduce the relevant Fisher and Shannon quantities. Assuming that p(x)
is the PDF of variable x, its Fisher information measure Ix can be written as:

Ix =
∫ ∞

−∞

(
∂

∂x
p(x)

)2 dx
p(x)

, (21)

and its Shannon entropy Hx can be described as:

Hx = −
∫ ∞

−∞
p(x)log[p(x)]dx. (22)

Comparing Equation (21) with Equation (22), the major difference between the integrands
is a squared derivative of p(x). Thus, the Fisher information offers a local measure of the
concentration of the PDFs, whereas the Shannon entropy gives a global measure [83,84].
The Shannon entropy is nonnegative for discrete distributions and can take any real
positive and negative values for continuous distributions. To avoid the difficulty arising
with negative information measures, we used the Shannon entropy power Nx instead of
the entropy Hx and obtained the following equation:

Nx =
1

2πe
e2Hx . (23)

Applying both Ix and Nx satisfies the “isoperimetric inequality”, a lower bound to the FS
product Ix Nx of ≥D, where D is the dimension of the space of the variable x [98]. Such an
isoperimetric inequality indicates that the Fisher information measure and the Shannon
entropy power are intrinsically linked to each other; hence, the dynamics of complex time
series can be characterized by using the two measures jointly in the FS information plane.
The product Ix Nx can be considered as a statistical measure of complexity [99,100]. The
“isocomplexity line” Ix Nx = 1 separates the FS plane into two parts, and the distance of a
signal point to this line can quantify the degree of the signal complexity.

The estimation of the FS quantities depends on the calculation of a PDF. A rough ap-
proximation of the unknown PDF is given by the histogram. Nevertheless, we can smoothly
and robustly estimate the PDF utilizing the kernel density estimator technique [101,102]
that approximates p(x) as:

p̂M(x) =
1

Mb ∑M
i=1 K

(
x− xi

b

)
, (24)

where b is the bandwidth and M is the number of data. The kernel function K(u) is a
continuous nonnegative and symmetric function satisfying the two following conditions:

K(u) ≥ 0 and
∫ ∞

−∞
K(u)du = 1. (25)
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Here, we employed a Gaussian kernel with zero mean and unit variance [103,104], so that
p(x) was estimated as:

p̂M(x) =
1

M
√

2πb2 ∑M
i=1 e−

(x−xi)
2

b2 , (26)

where the bandwidth b is estimated through an optimization process, described in Telesca
and Lovallo [105].

4. Results

To understand the temporal dynamics of the COS model, we investigated several time
series of voltages simulated under diverse electrical conditions. Figure 4 lists the quantities
of the resistance, capacitance, and inductance used in the simulation. In our strategy, we
simulated 10 sets of the realizations of the voltage time series for each parameter set; each
time series was simulated with random initial conditions of block positions. For each time
series, we estimated its Fisher information measure Ix and Shannon entropy power Nx.
Then, we compared the behaviors of the two indicators by fixing two parameters among
capacitance, resistance, and inductance and varying the remaining one.

Figure 4. Fisher–Shannon (FS) information plane of the simulated voltages: (a) the voltages simulated through the COS
model for r̂ = 5 and L̂ = 5, while increasing ĉ from 0.001 to 1000. Each case has 10 simulations with different initial block
positions; (b) the voltages with the fixed parameters r̂ = 5 and ĉ = 5 and the increase of L̂ from 0.001 to 1000; (c) the voltages
with the fixed parameters ĉ = 5 and L̂ = 5 and the increase of r̂ from 0.001 to 100; (d) FS information plane for all cases from
(a) to (c). Red circles represent the simulations of changing ĉ, blue triangles changing L̂, and black squares changing r̂.



Entropy 2021, 23, 337 9 of 16

At the beginning, we researched the effect of the capacitance on the voltage time series.
Figure 4a displays the FS indices on the information plane for the voltages simulated by
assigning r̂ = 5 and L̂ = 5 and increasing ĉ from 0.001 to 1000. The distribution of the
FS indices has a trend that the values of the two indices with a larger capacitance fall
in the region of higher Ix and lower Nx. This means that the temporal dynamics of the
voltage time series is characterized by higher local order and lower global disorder with
the increasing quantity of the capacitance, particularly for ĉ ≥ 500. As for the effect of
the inductance, Figure 4b presents the FS information plane for the voltages simulated
by fixing r̂ = 5 and ĉ = 5 and increasing L̂ from 0.001 to 1000. A clear pattern is visible:
when the inductance increases, Nx increases and Ix decreases, indicating a tendency to lose
the order and augment the uncertainty at both local and global scales with the increase
of the inductance. In terms of the resistance, Figure 4c shows the FS information plane
for the voltages simulated by fixing ĉ = 5 and L̂ = 5 and increasing r̂ from 0.001 to 100.
We observed a discrimination that the FS indices with the lowest resistance (r̂ = 0.001)
distinguish from the indices of all the other resistances and spread in the area of larger
Nx. This indicated that for the lowest resistance the signals are characterized by the large
uncertainty or disorder.

To sum up, Figure 4d shows the FS indices of all the simulated voltages on the same
information plane. Generally speaking, three clusters can be identified. First, the voltages
simulated with ĉ ≥ 500 occupy mostly the area of larger Ix and smaller Nx; second, the
voltages simulated with L̂ ≥ 500 occupy the area of smaller Ix and larger Nx; third, the
voltages simulated by changing r̂ occupy the area between the two previous clusters,
mixing with those of changing ĉ smaller than 500 and of changing L̂ smaller than 500.
Those results suggested that the levels of the local and global orders of the simulated
voltages mainly depend on the quantities of the capacitance and inductance rather than
resistance. We note, in this study, that the FS information planes show the results with
fixed values of five for any two electrical parameters in all the simulations. When changing
the fixed values of the electrical parameters, the quantities Ix and Nx change. However, the
tendencies obtained here keep preserved, i.e., the increase of the order with increasing the
capacitance and the increase of the disorder with increasing the inductance.

Besides, we defined a statistical measure of complexity, which can be expressed as
the product of Fisher information measure and Shannon entropy power (Ix Nx) [100]. The
statistical complexity represents a combined effect of both local and global factors, offering
an evaluation of the organization, structure, and correlation in a system or time series.
Figure 5 shows the complexity versus the capacitance (Figure 5a), inductance (Figure 5b),
and resistance (Figure 5c). All the results showed that Ix Nx > 1. First, we observed that
the complexity versus the capacitance shows the lowest value of around 3 when ĉ = 100.
As for the inductance, the complexity exhibits two regimes separated by L̂ = 1, showing
that the mean value is around 5.5 when L̂ ≤ 1 whereas that is mostly 2 when L̂ > 1. In
terms of the resistance, the complexity changes insignificantly with r̂, most of which show
a mean value of five.
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Figure 5. Complexity (Ix Nx) for the simulations of changing ĉ (a), changing L̂ (b), and changing r̂ (c).
Each vertical line represents the mean value within one standard error.

5. Discussion and Conclusions

In this study, we investigated the FS information of the voltages simulated through
the diverse electrical conditions of the COS seismo-electrical model. According to the
simulation results, the quantities of the capacitance and inductance affect the levels of the
local and global orders of the simulated voltages, while the changes of the resistance mostly
do not affect their informational properties. In this section, we discussed the dependence
of the electrical conditions on the organization and structure of the simulated voltages.

Establishing the seismo-electrical model, Chen et al. [46] have derived its analytical
solutions for the single-block architecture, showing that the three electrical parameters
(resistance, capacitance, and inductance) impact on the waveform of the charge Green
function (see Equations (19)–(21) and Figure 2 in [46]). According to the different quantities
of the electrical parameters, one sliding event generates the diversity of voltage time
series. The generated voltages are featured by two predominant factors: decay time and
amplitude. The decay time is controlled by the resistance, capacitance, and inductance,
while the amplitude is dominated by the resistance and is reversely proportional to the
resistance. The voltage time series generated by the present sliding event is fluctuated
with the voltages generated by the past sliding events. Particularly when the decay time
of the voltage time series is longer than the interevent time of two consecutive sliding
events, the resulting voltage time series become more disordered. On the other hand, as
mentioned above, the small amplitudes of the voltages can be due to the large resistance.
Such small amplitudes lead to a concentrated distribution of its voltage time series. This
concentrated distribution results in large Ix and small Nx, indicating an ordered state [87].
Even if the decay time is longer than the interevent time, the voltage time series show less
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disorder owing to the superposition of small amplitudes of the voltages generated by the
sliding events. Hence, the dynamics (the state of disorder) of the simulated voltages is
seriously affected by the electrical parameters owing to the length of the decay time and
the amplitude of the voltage.

From the perspective of physics, the capacitance C of a capacitor is the ratio of the
magnitude of the stored charge Q to the magnitude of the voltage V across the capacitor:

C =
Q
V

or V =
Q
C

. (27)

We rewrote Equation (27) in a differential form:

dQ
dt

= C
dV
dt

. (28)

Based on Equation (28), we understand that the capacitance tends to resist the change of
voltages. Given a small change of the electric charges, increasing the capacitance reduces
the change of the voltages. Hence, the voltages simulated with larger capacitance show the
localization of the time series, leading to the state of order (i.e., higher Ix and lower Nx).
On the other hand, the voltage across an inductor of inductance L is proportional to the
time rate of change of the current flowing through it, as follows:

V = L
dI
dt

. (29)

We observed the form of Equation (29) and figured out that the inductance tends to amplify
voltage changes. When the rate of current change dI/dt is subject to a slight fluctuation
in time, a larger inductance leads to a larger voltage variation. Therefore, increasing the
inductance of the COS model exhibits a scattered distribution of the simulated voltages,
leading to a disordered state of the time series (i.e., lower Ix and higher Nx). Understanding
the effects of the electrical parameters helps us to identify the electrical signals in real
situations. As a result, the COS model contributes to a deeper understanding of the
mechanical–electrical coupling of the crustal system.

In field observations, several studies have applied the FS method to investigate
the relationship between geoelectrical signals and seismic events [93–97]. For instance,
Potirakis et al. investigated the electromagnetic signals before, during, and after strong
earthquakes through the FS method [96]. They found that the higher level of the order in
the electromagnetic signals precedes the earthquake occurrences, indicating that the FS
method reliably distinguishes the candidate electromagnetic precursors from noises. The
geoelectrical signals preceding the seismic events seem to exhibit higher organized and
ordered states, which can be simulated with larger capacitance or smaller inductance in the
COS model. Combining the field observations with the results in this study, we reasonably
infer that the electrical properties of the earth’s crust have become larger capacitance or
smaller inductance in the seismogenic processes. Several possible explanations may be
provided for such a variation. The electrical characteristics of the crust are affected by
rock composition, porosity, fluid permeability, permittivity, and so forth [17,33,44]. For
instance, during an earthquake preparation, dielectric crystals may be polarized towards
a preferred orientation under tectonic stresses [17,58]; hence, the permittivity increases.
In electromagnetism, the capacitance is proportional to the permittivity. This suggests
that highly organized electrical structures due to seismogenic processes generate highly
ordered geoelectrical signals with larger Fisher information and smaller Shannon entropy.

In conclusion, the results obtained in this study might not only gain insights into a
better understanding of the complexity of the mechanical–electrical mechanisms in the
earth’s crust but also be useful for developing the detection of preseismic electromagnetic
signals. Despite this, some possibilities remain for future work that follows the present
study. The COS model used is currently a one-dimension case and can be further devel-
oped into a two-dimension architecture. In this way, the characteristics of the simulated
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voltages are expected to approach those of real geoelectrical signals. Moreover, besides the
information measures, it is worth exploring more properties of the COS model through
other methodologies, for example, natural time analysis [106–110]. The results of such
studies will be reported elsewhere.
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